Lossless gray image compression using logic minimization
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Abstract
A novel approach for the lossless compression of gray images is presented. A prediction process is performed followed by the mapping of prediction residuals. The prediction residuals are then split into bit-planes. Two-dimensional (2D) differencing operation is applied to bit-planes prior to segmentation and classification. Performing an Exclusive-OR logic operation between neighboring pixels in the bit planes creates the difference image. The difference image can be coded more efficiently than the original image whenever the average run length of black pixels in the original image is greater than two. The 2d difference bit-plane is divided into windows or block of size 16*16 pixels. The segmented 2d difference image is partitioned into non-overlapping rectangular regions of all white and mixed 16*16 blocks. Each partitioned block is transformed into Boolean switching function in cubical form, treating the pixel values as a output of the function. Minimizing these switching functions using Quine-McCluskey minimization algorithm performs compression.
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INTRODUCTION
Images are an important part of today's digital world. However, due to the large quantity of data needed to represent modern imagery the storage of such data can be expensive. Thus, work on efficient image storage (image compression) has the potential to reduce storage costs and enable new applications. Many image compression schemes are lossy; that is they sacrifice image information to achieve very compact storage. Although this is acceptable for many applications, some environments require that compression not alter the image data. This lossless image compression has uses in medical, scientific and professional video processing applications.

By the nature of images, picture elements in local regions are highly correlated with one another. In other words, digitized images contain a large amount of redundant data. As a result, direct representation results in impractical requirements for storage, processing, and communication equipment. In such cases, image compression techniques are introduced to reduce the amount of data needed to represent the same information, either exactly or approximately.
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Fig 1. Proposed Compression techniques
Prediction

A prediction process can reduce the high degree of correlation between the adjacent pixels in an image. In this work, three different prediction methods are used.

a) For the pixels in the first row except the first pixel \(I[0,0]\) (which is used as the reference pixel and is coded as it is). The predicted value is the value of the pixel on the left of the current pixel

\[
I[0, y] = I[0, y-1]
\]

Where \(y=1 \ldots ; w-1\) and \(w\) denotes the width of the image.

b) For the pixels in the first column except the reference pixel the predicted value is the value of the pixel directly above

\[
I[x, 0] = I[x-1, 0]
\]

Where \(y=1 \ldots h-1\) and \(h\) denotes the height of the image.

c) The MED used by LOCO-1 (low complexity lossless coder)\[10\] is used for the interior pixels where \(x = 1 \ldots h-1\) and \(y = 1 \ldots w-1\). Similar to GAP, MED also detects horizontal or vertical edges by examining the values of north (n), west (w) and north-west (nw) neighbors of the current sample \(x[i, j]\) as illustrated in Figure below

![Prediction Table](image)

The north pixel is used as the predictor in case of vertical edge detection. The west pixel is applied in case of horizontal edge. Finally, if neither a vertical edge nor a horizontal edge is detected, an interpolation is used to compute the prediction value. Specifically, prediction is performed according to the following equation:

\[
\hat{c} = \begin{cases} 
\min(a, b) & \text{if } c \geq \max(a, b) \\
\max(a, b) & \text{if } c \leq \min(a, b) \\
 a + b - c & \text{otherwise}
\end{cases}
\]

Mapping of Prediction Residuals

The prediction residuals are calculated as:

\[
E = I(x, y) - I[0, 0]
\]

As such, it is appropriate to map the positive and negative prediction residuals \(e\) into positive numbers \(^e\) using the following equations:

\[
^e = \begin{cases} 
2|c| - 1 & \text{if } c < 0 \\
2c & \text{if } c \geq 0
\end{cases}
\]

Bit-Plane Splitting

Consider an \(M*N\) image in which each pixel value is represented by \(k\) bits. By selecting a single bit from the same position in the binary representation of each pixel, an \(M*N\) binary image is formed. In this way the original image can be decomposed into a set of \(k\) (\(M*N\)) bit-planes numbered 0 for the least-significant bit (LSB) plane to \(k-1\) for the most significant bit (MSB) plane. Bit-plane decomposition offers a viable lossless compression scheme whereby the image can be reconstructed progressively. This technique encodes the bit-planes independently and takes advantage of the existence of large uniform areas in each plane to achieve high compression.

Given an X-bit per pixel image, slicing the image at different planes (bit-planes) plays an important role in image processing. An application of this technique is data compression. In general, 8-bit per pixel images are processed. We can slice an image into the following bit-planes. Zero is the least significant bit (LSB) and 7 is the most significant bit (MSB).

Image Differencing

The pixels in a given row or column are de-correlated by performing an Exclusive-OR logic operation between neighboring pixels. In contrast to the 1D image differencing \[1\] in, the proposed technique performs a 2D image differencing of the pixels by first applying the operation to the rows followed by the columns as follows:

\[
D1[x, y] = \begin{cases} 
I[x, y] & \text{if } y = 0 \\
I[x, y] \oplus I[x, y-1] & \text{if } y > 0
\end{cases}
\]

\[
D2[x, y] = \begin{cases} 
D1[x, y] & \text{if } x = 0 \\
D1[x, y] \oplus D1[x, y] & \text{if } x \neq 0
\end{cases}
\]

Where \(\oplus\) represents the Exclusive-OR logic operation, and \(y\) and \(x\) denote the rows and columns of the images, respectively. \(I[x, y]\), and \(D2[x, y]\) refer to the pixels in the original, 1D and 2D difference images, respectively. In the case of 1D difference image, the operation is applied to the rows alone. The image differencing operation has resulted in a significant reduction of white pixels in the difference image.

Block Segmentation and Classification

In image splitting an image is divided in to sub image (windows or blocks) of size 16*16 pixels. This was performed because of the fact that the correlation on the image is generally local so that the smaller blocks often results in better compression. The 2D difference image \[1\] is segmented into 16*16 blocks, which are classified as:

(a) All-black: all the 256 pixels in the 16*16 block are black.
(b) All-white: all the 256 pixels in the 16*16 block are white.
(c) Mixed: the 16*16 block consists of both black and white pixels.

The number of all-white blocks is nearly zero since the image difference operation effectively reduces the no. of white pixels in the original image. If the 16*16 block consists of all 0’s, it is a uniform block that is represented by its header only i.e. by \(00\).

If the 16*16 block consists of all 1’s, it is a uniform block that is represented by its header only i.e. by \(11\).
If the 16\times16 block consists of both 1’s and 0’s, it is a mixed block that is represented by its header i.e. 10

**Logic Minimization**

Logic minimization is performed on the generated function using Quine-McClusky minimization algorithm to find the equivalent minimized representation. For a particular function, in general, the number of cubes in its minimized ON-set and OFF-sets are different. Better compression can be achieved by choosing the set with lesser number of cubes, since both represent the same function. An additional bit is needed to encode this information.

**Decompression Tech.**

The block diagram for the decompression of a compressed binary image is shown in Fig. 2.

To recover a copy of the original image, the following steps are performed:

(a) The dimensions of the image are extracted from the compressed image.

(b) The logic expansion is relatively simple and consists of recovering the minterms corresponding to a block and expanding the function back into its truth table form.

Logic Expansion of a compressed block is done by computing the value of the function for each of its possible minterms using the cube subsuming operation and assigning these values to the corresponding pixels of the block. If a minterm subsumes the minimized cube of the ON-set of a block then the pixels evaluates to 1; otherwise the pixel evaluates to 0. Figure illustrates the recovery of a block from its minimized cubical form using cube subsuming operation. The minterm of the function is generated by using a Gray Counter and cheek whether each minterm subsumes the cube. Cube subsuming operation [7] involves only comparisons.

\[
e = \begin{cases} 
\frac{\text{e}}{2} & \text{if } \text{e mod 2} = 0; \\
\frac{\text{e} + 1}{2} & \text{otherwise}
\end{cases}
\]

**Format of the compressed Image**

The original Image of the size R \times C pixels is divided in to eight bit planes, and each of the bit-plane is divided in to windows of size 16\times16 pixels, the compressed image has a global header portion followed by the compressed bit-plane. The global header has N1, N2 bits to indicate R, C respectively. The first 3 bits of the windows are used to represent the bit-plane no., the Next 2 bits, as given below, indicates the encoding Scheme used for each window.

- If the 16\times16 block consists of all 0’s, it is a uniform block that is represented by its header only i.e. by 00.
- If the 16\times16 block consists of all 1’s, it is a uniform block that is represented by its header only i.e. by 11.
- If the 16\times16 block consists of both 1’s and 0’s, it is a mixed block that is represented by its header i.e. 10

If the 16\times16 block consists of both 1’s and 0’s, it is a mixed block that is represented by its header i.e. by 10.

If the no. of cubes of the minimized function is not zero, the next m bits are used to indicate the no. of cubes; encoded Cubes are placed after this.

\[
D1[x,y] = \begin{cases} 
D2[x,y] & \text{if } x = 0 \\
D2[x,y] \oplus D1[x-1,y] & \text{if } x \neq 0
\end{cases}
\]

\[
I[x,y] = \begin{cases} 
D1[x,y] & \text{if } y = 0 \\
D1[x,y] \oplus I[x,y-1] & \text{if } y \neq 0
\end{cases}
\]
EXPERIMENT AND RESULTS

The compression and decompression have been implemented in Matlab Language on a personal computer and tested on the set of several images [8]. Compression effectiveness was evaluated by comparing the size of the compressed output with the size of the raw pixel data; header data was excluded from the calculations. The effectiveness of compression is measured in three ways:

- Relative to the uncompressed file size,
- Relative to the nominal number of bits per pixels,
- Relative to the compression and decompression time.

### Compression Ratio

Compression ratio is defined as:

\[
\text{Input bits} \quad \frac{\text{Output bits}}{\text{Input bits}}
\]

<table>
<thead>
<tr>
<th>Image</th>
<th>Original size(kb)</th>
<th>Compression ratio of the proposed techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airplane</td>
<td>65</td>
<td>1.58</td>
</tr>
<tr>
<td>Boat</td>
<td>257</td>
<td>1.20</td>
</tr>
<tr>
<td>Moon</td>
<td>65</td>
<td>1.22</td>
</tr>
<tr>
<td>Couple</td>
<td>257</td>
<td>1.24</td>
</tr>
<tr>
<td>Man</td>
<td>1025</td>
<td>1.12</td>
</tr>
</tbody>
</table>

### Entropy in Bits/ Pixel

From the below Table the entropy achieved by the proposed technique is always smaller than that of the original image for the set of images.

<table>
<thead>
<tr>
<th>Image</th>
<th>Original Image</th>
<th>Compressed Image by the proposed techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airplane</td>
<td>6.4887</td>
<td>5.7906</td>
</tr>
<tr>
<td>Boat</td>
<td>7.2055</td>
<td>6.4714</td>
</tr>
<tr>
<td>Moon</td>
<td>6.7026</td>
<td>5.8058</td>
</tr>
<tr>
<td>Couple</td>
<td>7.2330</td>
<td>7.1158</td>
</tr>
<tr>
<td>Man</td>
<td>7.5389</td>
<td>7.2011</td>
</tr>
</tbody>
</table>

### Comparison with Existing State-Of-Art Technologies

In this chapter, a comparative study of lossless compression algorithms is presented. The following algorithms are considered: UNIX compress (LZW) JPEG-LS based on LOCO. In cases where the algorithm under consideration may only be applied to binary data, the bitplanes of the gray scale image are separated, with and without Gray encoding, and the compression is applied to individual bit planes. Testing is done using a set of Gray images.

Table below lists the results of the compression ratios as well as a comparison with WinZip algorithm and LOCO-I . From Table below it is obvious that the performance of the proposed technique is always better than WinZip. The new technique compresses better than Loco-1 in three out of the five images. When compared to the state-of-the-art techniques such as the WinZip and LOCO-I, the compression ratios for the new technique is better in three out of five images. This is mainly due to the lower number of intensity levels present in these three images and similar results can be expected for other images with the same property.

<table>
<thead>
<tr>
<th>Image</th>
<th>Size</th>
<th>WinZip</th>
<th>Proposed Techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airplane</td>
<td>65</td>
<td>1.98</td>
<td>1.41</td>
</tr>
<tr>
<td>Boat</td>
<td>257</td>
<td>2.92</td>
<td>1.61</td>
</tr>
<tr>
<td>Moon</td>
<td>65</td>
<td>1.22</td>
<td>1.35</td>
</tr>
<tr>
<td>Couple</td>
<td>257</td>
<td>2.71</td>
<td>1.71</td>
</tr>
<tr>
<td>Man</td>
<td>1025</td>
<td>1.12</td>
<td>1.88</td>
</tr>
</tbody>
</table>

### CONCLUSION

A lossless compression technique for gray-scale images has been proposed and implemented. The raw image is extracted from the gray images. A preprocessing step to arrange the pixel intensities in the order of their probabilities in continuous order is performed followed by series of predictions for the boundary and interior pixels. The prediction residuals are mapped into all positive numbers before splitting them into binary bit-planes. Two-dimensional (2D) differencing operation is applied to bit-planes prior to segmentation and classification. Performing an Exclusive-OR logic operation between neighboring pixels in the bit planes. The segmented 2d difference image is partitioned in to non-overlapping rectangular regions of all white and mixed 16*16 blocks. Each partitioned block is transformed in to Boolean switching function in cubical form, treating the pixel values as a output of the function.

A major advantage of this approach is it performs better than UNIX Compress for most of the test images in terms of compression ratio. The execution time for these proposed techniques is rather high.
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